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 I. Mandate 

1. The Inland Transport Committee (ITC), at its eighty-second session (23–28 
February 2020) approved (ECE/TRANS/294, para. 841) the establishment of the Group of 
Experts on Conceptual and Technical Aspects of Computerization of the TIR Procedure 
(WP.30/GE.1) and endorsed its Terms of Reference (ToR)2 (ECE/TRANS/WP30/2019/9 
and ECE/TRANS/WP.30/2019/9/Corr.1), pending approval by the United Nations 
Economic Commission for Europe (ECE) Executive Committee (EXCOM). EXCOM 
during its Remote informal meeting of members of the Executive Committee (20 May 
2020) approved the establishment of the Group of Experts on Conceptual and Technical 
Aspects of Computerization of the TIR Procedure (WP.30/GE.1) until 2022, based on the 

  
 * This document was submitted late for processing since clearance in finalizing this document took 

longer than anticipated. 
 1 Decision of the Inland Transport Committee para. 84 / ECE/TRANS/294 

www.unece.org/fileadmin/DAM/trans/doc/2020/itc/ECE-TRANS-294e.pdf  
 2 Terms of reference of the newly established Group approved by the Inland Transport Committee and 

the Executive Committee (EXCOM) of UNECE 
www.unece.org/fileadmin/DAM/trans/bcf/wp30/documents/2019/ECE-TRANS-WP30-2019-09e.pdf 
and corrigendum www.unece.org/fileadmin/DAM/trans/bcf/wp30/documents/2019/ECE-TRANS-
WP30-2019-09c1e.pdf 
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ToR included in document ECE/TRANS/WP.30/2019/9 and Corr.1, as contained in 
document ECE/TRANS/294 (ECE/EX/2020/L.2, para. 5(b)).3 

2. The ToR of the Group stipulate that the Group should focus its work on preparing a 
new version of the eTIR specifications, pending the formal establishment of the Technical 
Implementation Body (TIB). More specifically, the Group should (a) prepare a new version 
of the technical specifications of the eTIR procedure, and amendments thereto, ensuring 
their alignment with the functional specifications of the eTIR procedure; (b) prepare a new 
version of the functional specifications of the eTIR procedure, and amendments thereto, 
ensuring their alignment with the conceptual specifications of the eTIR procedure; (c) 
prepare amendments to the conceptual specifications of the eTIR procedure, upon requests 
by WP.30. 

3. This document presents the development and maintenance processes of the eTIR 
international system. These aspects will be part of the eTIR technical specifications 
document. 

 II. The eTIR system 

 A. Development processes 

 1. Introduction 

4. This section describes the processes followed by the Information Technology (IT) 
experts of ECE (hereafter “the IT experts”) to develop the eTIR international system so that 
contracting parties to the TIR Convention and the other eTIR stakeholders have a clear 
understanding of these aspects. Being transparent about these processes also provides an 
opportunity to all eTIR stakeholders to suggest proposals for improvement with the 
ultimate objective to have a more effective and efficient eTIR system in the long term. 

 2. General guidelines 

5. The IT experts have taken the time to prepare, discuss and adopt their own internal 
guidelines related to all aspects of the development and maintenance of the eTIR 
international system. Proven best practices from the IT industry and experience acquired by 
the IT experts drive the formulation of these guidelines. Nevertheless, they are not set in 
stone and the IT experts will continuously strive to identify opportunities to improve them. 
This is especially important in an area of expertise such as Information and Communication 
Technology, that is evolving so quickly. 

6. While preparing and improving guidelines, as well as in all decision-making 
processes, the IT experts are inspired and steered by the three guiding principles detailed at 
the beginning of this document. 

7. When taking a technical decision on any aspect related to the eTIR international 
system, the IT experts follow the usual best practices in decision-making process. The time 
needed to explore and study emerging trends, approaches and possible products is invested. 
Possible options are then formulated, their respective advantages and disadvantages are 
listed and then a decision can be taken to select the best option. Decisions are documented, 
along with the rationale that led to this choice, to keep proper institutional memory. 

8. Finally, the IT experts also recognize and take into account the Pareto principle4 in 
their decision-making process to find the optimum in achieving most of the benefits in the 
least amount of time possible. This principle is usually confirmed when it is applied in 

  
 3 Decision of EXCOM, ECE/EX/2020/L.2 / para. 5(b) 

www.unece.org/fileadmin/DAM/commission/EXCOM/Agenda/2020/Remote_informal_mtg_20_05_
2020/Item_4_ECE_EX_2020_L.2_ITC_Sub_bodies_E.pdf  

 4 See en.wikipedia.org/wiki/Pareto_principle  

https://en.wikipedia.org/wiki/Pareto_principle
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software engineering and it becomes even more pertinent in times of difficult economic 
situations to ensure funds are wisely spent. 

 3. Development methodology 

9. The development of a major information system such as the eTIR international 
system requires following an IT project methodology to be successful. In the short – 
although intense – history of IT, several paradigms and models have been proposed and 
extensively tested (e.g. Waterfall, V model, Prototyping, Incremental, Agile, etc.). In 2001, 
emerging from several new agile methodologies (e.g. eXtreme Programming and Scrum), a 
major breakthrough was achieved with the establishment of the Agile Manifesto5 and its 
twelve principles. Since then, many IT projects were conducted using agile methodologies 
which offer the best chances of success for such complex endeavours. 

10. ECE has chosen to follow an agile methodology close to Scrum and Kanban to 
develop the eTIR international system. This approach focuses on the following objectives: 
developing valuable and working software, being able to quickly respond to change, instil a 
high level of quality and above all, satisfying the beneficiaries. 

11. All the work that needed to be done is broken down into tasks (hereafter referred to 
as “issues”) and maintained in a list, called the eTIR backlog. Development is performed by 
iterations of several weeks. At the beginning of each iteration, the IT experts select from the 
eTIR backlog a set of issues to define the iteration backlog. During the iteration, the 
implementation, testing and documentation activities are performed on these selected issues 
which are then reviewed towards the end of the iteration to define the final scope of the 
iteration (as several unfinished issues can be removed from the iteration). After a last stage 
where final verifications are performed on the quality of the iteration, the output of the 
iteration constitutes a potentially deployable release. 

Figure I 
Development by iteration 

 
12. Keeping in mind that the eTIR international system should be developed once and 
then properly operated and maintained indefinitely, ECE has also chosen to adopt several 
practices from the DevOps movement which aim at preventing issues that may arise while 
moving from the development phase to the operational phase of the project. These practices 
are the following (which are further described below): invest in automated testing, rely on 
continuous integration, analyse telemetry and perform blameless post-mortems. 

  
 5 See agilemanifesto.org  
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 4. Development guidelines 

13. Standard coding guidelines and abundant IT literature6 on the subject constitute the 
cornerstone of the development guidelines. The underlying technology stack of the eTIR 
international system is Java and the IT experts use a modern and renowned integrated 
development environment (IDE) to program effectively with this language and related 
ecosystem. This IDE also allows integrating some of the development guidelines (access to 
the version control system (VCS), static code analysis tool, code formatting rules). 

14. The IT experts use Git as the VCS of the eTIR international system and follow the 
usual best practices related to this product. Modifications brought to the source code are 
regularly committed and pushed to the central repository to be shared between all 
developers and prevent any loss of work in case of a workstation malfunction. Large 
developments are usually performed on separate branches. Finally, pushing code changes to 
the central repository requires prerequisites steps (detailed in the next sections) to ensure 
that each contribution has a high quality. 

 5. Logging guidelines 

15. The logging service of the eTIR international system is very important as it produces 
the data needed for the non-repudiation system and for producing the metrics required to 
monitor the global health of the system. As explained in DevOps practices, these metrics 
(or telemetry) are the only way for the IT experts to monitor the eTIR international system 
in operation, and to be alerted of any issue arising and, thus, being able to efficiently 
resolve the issue even before being contacted by end-users. 

16. The logging service generates several files, each having its own function. Each entry 
to a logging file is accompanied with the date and time information when it occurred and a 
potential severity: 

• eTIR messages: all contents of the incoming and outgoing messages are saved into 
a file to store the entire communication threads between the eTIR international 
system and the information systems connected to it. This data is then used by the 
non-repudiation system and can be retrieved upon request by the contracting parties 
to the TIR Convention; 

• Database: all queries to the eTIR database are saved in a file along with the time 
needed to perform these queries. This allows to continuously measure the 
performance of these queries and give indicators to the IT experts to identify and 
remove potential bottlenecks as well as better plan for future scalability 
requirements; 

• ITDB: all calls made to the interface with the International TIR Data Bank (ITDB) 
are saved in a file along with the time needed to perform these queries. This allows 
to continuously measure the performance of these calls and give indicators to the IT 
experts to further optimize this interface; 

• Application: all events occurring in the eTIR web services module are saved in a 
file to store the whole history of events which is used by the monitoring system to 
alert on any serious issue occurring in real time with the eTIR international system. 
This data is also used when investigating a past issue to identify its root cause. 

 6. Testing guidelines 

17. Tests are a vital part of software engineering. IT history consistently shows that 
without proper attention dedicated to this aspect, software projects have a substantially 
higher probability to fail. Tests can either be manually or automatically executed. In the 
case of manual execution, the tester follows a series of steps to interact with the information 
system to be tested and compares the actual results he or she gets with the expected results. 
If they match, the test is successful and if not, it is a failure. Manual tests are the most 

  
 6 In particular from authors Kent Beck, Martin Fowler and Robert C. Martin  



ECE/TRANS/WP.30/GE.1/2021/33 

 5 

obvious action a software engineer can immediately apply on a newly developed piece of 
software to verify if it works as expected. However, the biggest impediment of manual tests 
is that they rely on a person to execute them, which is not cost-effective and error prone. 
Moreover, they only verify the state of the system at the moment they are executed and 
their result (success/failure) is therefore no longer relevant when the conditions change (the 
source code is updated, the environment settings are updated, etc.). 

18. Nowadays, in modern software engineering practices, it is acknowledged that 
manual tests are no longer sufficient to ensure high reliability and quality for the 
information system being developed. As explained in the related DevOps practices, tests 
now need to be automated to be executed on specific frequent events (when the conditions 
change, as mentioned above) to ensure that no regressions are introduced. Indeed, when 
implementing new features or correcting defects in the source code, software engineers 
always risk bringing in unwanted side-effects (like defects). In order to solve this inherent 
problem of software engineering, automated tests have to be implemented to verify any 
change being brought to the source code. It is important to keep in mind that this 
investment in time in implementing automated tests always pays off. Indeed, when 
automated tests are absent, the number of defects is much higher, and the time needed to 
investigate and correct them is substantially higher than the time needed to implement 
automated tests. In addition, regular issues experienced with systems because of defects can 
frustrate their users and cause severe reputational damage to the entity in charge of the 
system. 

19. There are several types of automated tests that have their own characteristics that 
complement one another: 

• Unit tests: tests written to check that a piece of software (known as the "unit") meets 
its design and behaves as intended. In object-oriented programming languages like 
Java, the unit is often an entire interface, such as a class, but could also be an 
individual method. The goal of unit testing is to isolate each part of the program and 
show that the individual parts are correct. A unit test provides a strict, written 
contract that the piece of code must satisfy. Unit tests are usually quick to implement 
and then to execute; 

• Integration tests: tests written to check that software modules are combined and 
tested as a group. Integration testing is conducted to evaluate the compliance of a 
system with specified functional requirements. It occurs after unit testing and before 
validation testing. Integration testing takes as its input modules that have been unit 
tested, groups them in larger aggregates, applies tests defined in an integration test 
plan to those aggregates, and delivers as its output the integrated system ready for 
validation testing; 

• Performance tests: tests written to check that a software system meets its 
performance requirements. This family of tests also includes tests written to simulate 
a given load (high number of queries) applied to the software. This type of tests is 
important to verify that the performance of the software does not degrade over time, 
in particular when new features are added; 

• Validation tests: tests written to check that a software system meets its 
specifications and that it fulfils its intended purpose. Usually these tests are the most 
complex and costly to implement and maintain, as they involve simulating actions 
performed by end users on the user interface (UI) of the system. In the specific 
context of the eTIR international system, there is no UI, as data is exchanged 
automatically with the information systems of the other eTIR stakeholders using the 
eTIR messages. This approach allows for a very easy and efficient way to perform 
validation tests, as each test request message sends back a response message that can 
be validated to ensure the system behaves as expected; 

• Conformance tests: similar to the validation tests, this type also includes, in the 
context of the eTIR system, the necessary tests to ensure that a representative set of 
simulated TIR transports is properly managed by sending and receiving a specific 
sequence of eTIR messages that are checked to validate entire scenarios. These tests 
can also focus on testing the information system of one particular eTIR stakeholder, 
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or they can also include several of them to better replicate real TIR transports 
following the eTIR procedure. 

20. When writing automated tests, software engineers also need to ensure that most (if 
not all) relevant lines of the source code are covered and validated. In particular, software 
engineers need to ensure that all paths in the source code are covered with tests (this 
practice and related metrics are called “branch coverage”). In addition to an appropriate 
“code coverage”, software engineers also need to make sure that the assertions validating 
the source code are pertinent and comprehensive, otherwise the tests are not achieving their 
objective. 

21. As described above, achieving a good code coverage is the only sustainable way to 
develop and maintain an information system and the IT experts have integrated this 
objective and related practices in the development processes. When a new feature is 
implemented, the appropriate number of unit and validation tests should be written to meet 
the code coverage objective. When a defect is corrected, one or more tests should be written 
to prevent the same issue from occurring again. 

 7. Static code analysis 

22. Static code analysis consists in automatically examining the quality of the source 
code of a piece of software without actually executing this software. This examination is 
performed by a tool which is loaded with programming rules and best practices, most of 
them being defined over the years by the worldwide community of IT experts. Static code 
analysis is a very efficient way to perform a first check on the quality of the source code 
and an excellent complement to targeted manual code reviews performed by the IT experts 
on the source code. 

23. While acknowledging the usefulness of this type of automated tool, the IT experts 
also recognize the need to jointly review the pertinence of several rules, given the specific 
context of the eTIR international system. As a result, the IT experts configure rules and 
their severity to best match this context. 

24. Static code analysis is regularly performed on the entire source code of the eTIR 
international system and, in addition, the IT experts also benefit from the integration of this 
capability in the IDE they use for programming, which gives them an immediate feedback 
on the quality of the code they produce. 

25. The objective is to progressively increase the quality of the source code and 
maintain it at a very high level throughout its lifecycle. This increases the reliability and 
maintainability of the source code and, eventually, saves time to the IT experts, which 
increases their productivity. This objective is performed in two phases: progressively 
increasing the quality of the source code and maintaining it at a high level. 

26. During the first phase, the IT experts set low quality gates7 in the static code analysis 
tool and correct as many issues as needed to meet these targets. Once these low targets are 
met, they are gradually increased, and the IT experts continue working on solving issues to 
meet the new targets. Once the quality gates reach a level deemed sufficient by the IT 
experts8 (also by taking into account the Pareto principle), the second phase can start. 

27. During the second phase, the objective is to continue developing and maintaining the 
eTIR international system while continuing to meet all quality gates. Additional measures 
can be put in place to send a notification to the IT experts if one of these quality gates is 
breached following the update of the source code, so that the IT experts can immediately 
look into this issue to solve it. 

  
 7 A quality gate is a quantitative target set a on a particular criterion (e.g. «Less than 10 critical issues», 

«More than 40% of the source code covered with tests»)  
 8 As detailed in the reliability requirements of the eTIR international system  
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 8. Continuous integration (CI) pipeline 

28. In software engineering, continuous integration (CI) is the practice of merging all 
developers' working copies to a shared mainline several times a day. This practice is not 
new (it dates from the 1990) and was continuously refined and expanded to finally get to 
the current DevOps practices, known as continuous integration and continuous deployment 
(CD) or CI/CD. The IT experts have chosen to focus on CI to start with, and once the 
appropriate maturity level is reached, they may consider also adopting the CD practice, 
which requires solid foundations. 

29. Nowadays, the definition of CI reflects to the automation of all steps related to the 
integration and verification of changes in the source code of a software. CI allows software 
developers to get quick feedback on the quality of the code they commit to the VCS by 
executing all automated tests against a newly built and deployed version of the software, 
which contains the latest modifications brought to the VCS. CI relieves software developers 
from mundane, error-prone tasks related to building, testing and deploying a new version of 
the software, so that they can concentrate on where they have the best added value: to 
deliver features to the clients. 

30. The IT experts have put in place a CI pipeline which consists of a specialized tool in 
which several actions are defined and configured to execute as successive automated steps. 
These steps are executed every time one of the IT expert commits a code change to the 
VCS. These steps are the following: 

(a) Build: the CI pipeline detects that a commit was added to the VCS and will 
retrieve the latest version of the source code and build the new software components 
affected by the code change; 

(b) First testing phase: automated unit and integration tests are then executed 
against the newly built software components to verify no regression was introduced with 
the code change; 

(c) Deployment on the SIT9 environment: the newly built software 
components are deployed on the SIT environment as a fully functional instance of the eTIR 
international system; 

(d) Second testing phase: automated validation tests are then executed against 
the new instance of the eTIR international system to continue verifying, at the highest level, 
that no regression was introduced with the code change.  

31. If an error happens during one of the steps (for instance if even only one test fails), 
the CI pipeline stops and a notification of failure is sent to the IT experts on their 
collaboration platform. The time of execution for all steps should not take more than 30 
minutes to ensure quick feedback to the IT expert who commits a change to the VCS. This 
CI pipeline combines several best practices described above and is an excellent way to 
ensure high reliability of the eTIR internationals system and increase the productivity of the 
IT experts.  

 9. Environments 

32. Following modern best practices from the IT industry, the IT experts have set up and 
configured four different environments to develop and maintain the eTIR international 
system in the best conditions. One of the challenges in managing several environments is to 
limit the number of variances between each of them to avoid defects linked to a specific 
environment. Specific development procedures are set up and followed by all IT experts to 
limit the probability of occurrence of this type of defect. 

33. The figure below shows the different environments, which are then described in the 
following paragraphs. 

  
 9 System Integration Testing (SIT), see next section for more information.  
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Figure II 
Environments of the eTIR international system 

 
34. Development (DEV) environment: each IT expert has his/her own workstation on 
which s/he can develop and test a local copy of the eTIR international system without 
interfering with the work of others. Once a code change has been prepared and tested, the 
IT expert commits it to the VCS so that it can be automatically deployed and tested on the 
SIT environment by the CI pipeline. 

35. System Integration Testing (SIT) environment: this internal environment is used 
by the CI pipeline as a temporary location where newly instances of the eTIR international 
system are built, deployed and automatically tested. Once a set of code changes are 
validated on this environment, the IT experts may decide to build and deploy the latest 
version of the eTIR international system to the UAT environment. 

36. User Acceptance Testing (UAT) environment: this environment is accessible by 
eTIR stakeholders to perform tests in the context of their interconnection projects. Several 
instances of the eTIR international system are available and each eTIR stakeholder gets 
access to one or more of these instances. Conformance tests of the eTIR international 
system and of the information systems of the eTIR stakeholders are also performed in the 
UAT environment. Once a version of the eTIR international system has been extensively 
tested in the UAT environment, it can be moved to the PRD environment. 

37. Production (PRD) environment: this environment holds a unique instance of the 
eTIR international system which is only accessible to the eTIR stakeholders that have 
completed their interconnection project. This “live” environment is the only one used for 
performing TIR transports following the eTIR procedure. 

 10. Database guidelines 

38. The eTIR database uses a database management system (DBMS) to record the 
information received in the eTIR messages. This component is the core of the eTIR 
international system and its development and maintenance should be treated with the 
utmost care.  

39. The structure of the eTIR database was inherited from the eTIR pilot projects and 
the IT experts have identified several opportunities for improvement and optimization 
which are planned to be progressively implemented. The IT experts use a specialized tool, 
Liquibase, to track, version and apply database schema (structure) changes. Furthermore, 
this library also allows managing changes applied to the master and reference data stored in 
the database. 

40. In the context of the eTIR system, “master and reference data” refers to data about 
the parties, the roles, and data used to classify or categorize the data processed and stored 
from the eTIR messages (e.g. eTIR stakeholders identities, country codes, guarantee types, 
goods classification, etc.). This data changes on rare occasions and needs to be 
meticulously managed. 
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41. Using this tool also allows to easily check which changes have been applied to the 
various copies of the eTIR database, present in all environments listed in the previous 
section. This is important to ensure that a recent change implemented to the schema or the 
master and reference data is consistently applied on all environments following the relevant 
release management procedures. 

 11. Issue management 

42. One of the cornerstones of the adopted agile methodology is a defined and effective 
issue management. In this context, an issue can represent a feature request, a change request 
or a defect report. All changes to the eTIR data model, to the source code or to the 
documentation of the eTIR international system first need to be logged into the issue 
tracking system of ECE. This is essential to ensure proper traceability of all changes and 
allows verifying that only authorized changes are applied.  

43. When logging an issue into the issue tracking system, an IT expert ensures that all 
necessary details are documented so that any other IT expert should be able to understand 
what needs to be done. This is also a prerequisite to ensure retaining institutional memory 
without being affected by potential turnover in ECE.  

44. The IT experts have agreed on a series of activities that should be performed during 
the various stages of the lifecycle of any issue before it can be considered as completed. 
The stages are named with the different statuses of issues. This is the “definition of done” 
and it is defined as follows: 

• Definition of done (DOD): is when all conditions, or acceptance criteria,10 that an 
issue must satisfy, are met. The objective is to ensure a proper level of quality and 
reliability of the system, at all times. The investment in time spent on all of these 
activities always pays off in terms of preventing defects from being deployed to the 
PRD environment. Having less defects prevents from spending time and stress in 
troubleshooting and avoids impacting the reputation of ECE. 

45. A newly created issue gets assigned the “backlog” status, symbolizing its belonging 
to the eTIR backlog, and a priority is also assigned to it. Issues are the atomic work 
packages that are assigned to the IT experts by the IT coordinator when they have been 
selected in the iteration backlog. The following figure shows the issue lifecycle with the 
various statuses that an issue can take, and the following list describes them. 

Figure III 
Issue lifecycle 

 
• Backlog: the issue has been identified and logged into the issue tracking system but 

is not yet selected for processing; 

• To do: the issue has been selected to be worked during an iteration and is assigned 
to an IT expert who needs to complete the steps related to the "To do" stage of the 
DOD (see below); 

• In progress: the issue is being processed by the IT expert who needs to complete all 
steps related to the "In Progress" stage of the DOD; 

• In review: the issue is being reviewed by another IT expert to check several aspects 
related to quality assurance by following all steps related to the "In Review" stage of 
the DOD; 

  
 10 The conditions and acceptance criteria are defined later on in the section.  
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• Done: the issue is done (implemented and reviewed) and it will be finally validated 
by the IT experts during regular meetings where all deployed issues on the PRD 
environment are finally closed; 

• Closed: the issue is either deployed (coming from "Done") or closed as it will not be 
corrected or it is considered as a duplicate of another issue (coming from "Backlog" 
or "To do"). 

46. The DOD describes the following key objectives and acceptance criteria for the 
abovementioned stages: 

• To do: the issue is sufficiently detailed and has enough background information so 
that it can be understood by any other IT expert, and a first estimation of the time 
needed is made; 

• In progress: the change needed is entirely performed across all appropriate IT assets 
(eTIR data model, source code, documentation). All exigencies in terms of quality 
and reliability are met (including the verifications performed by the CI pipeline and 
the static analysis tool) and all applicable guidelines are followed; 

• In review: the outputs of the tasks performed during the “In progress” stage are 
checked by another IT expert. In particular, the test coverage for the source code 
updated is verified. 

 12. Documentation guidelines 

47. ECE maintains three types of documentation related to the eTIR international 
system. The first type corresponds to the eTIR specifications, for which amendment 
procedures are described in Article 5 of Annex 11 of the TIR Convention.  

48. The second type corresponds to the internal documentation that is necessary for ECE 
to properly develop, operate and maintain the eTIR international system. This 
documentation is prepared and updated by the IT experts of ECE and is managed on a 
secured KMS that offers versioning capabilities to properly store institutional memory. The 
internal documentation contains confidential information about, inter alia:  

• Development: guidelines, technical documentation, training, stakeholder’s 
documentation, related standard operating procedures (SOPs), etc. 

• Management: team administration, meeting notes, related SOPs, etc. 

• Operations: connection with contracting parties, environments, eTIR service desk, 
related SOPs, etc. 

49. The third type corresponds to the documentation that is produced by ECE for the 
eTIR stakeholders to interconnect their information systems with the eTIR international 
system. These documents are shared with the eTIR stakeholders on the web site11 dedicated 
to eTIR. These documents are produced in addition to the eTIR specifications to facilitate 
the interconnection projects and benefit from the feedback received during these projects. 
They are a way for ECE to continuously clarify various aspects of the eTIR system in a 
more frequent and flexible way. All these documents are always fully aligned with Annex 
11 and with the version of the eTIR specifications on which they are based. 

 13. Version management 

50. ECE manages the source code of the eTIR international system and the changes 
applied to the schema and “master and reference data” of the eTIR database with a VCS. 
ECE has selected Git as its VCS and uses an internal and secured platform as the central Git 
repository.  

51. The IT experts follow the usual best practices from the IT industry related to Git, 
and especially the ones from DevOps. In particular, IT experts should frequently commit 

  
 11 See www.etir.org/documentation  
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and push their code to the central Git repository, after having performed all tests locally to 
ensure that this would not create a failure during the execution of the CI pipeline. Each 
commit should feature changes related to only one issue and the comment of the commit 
should clearly mention the issue to which it is related and describe the substance of the 
changes. 

52. Branches are created and used in several cases. Firstly, they can be created by an IT 
expert who needs to work on a complex feature that cannot immediately be committed on 
the master branch. Once the feature is completed and tested, the branch is merged back into 
the master branch. Secondly, a branch is created every time a version of the eTIR 
international system is released on the PRD environment, following the release 
management guidelines. Tags are also created when a new version of the eTIR international 
system is deployed on the UAT environment or on the PRD environment. 

53. Regarding the version number of the eTIR international system, ECE has selected an 
approach which uses the following three numbers: 

• Major version number: it is incremented when a breaking change happens on the 
API which allows eTIR stakeholders to connect to the eTIR international system. It 
may also be incremented when a substantial change is brought to the eTIR 
international system without changing the API. 

• Minor version number: it is incremented in any other case than the ones that affect 
the major of the hotfix version numbers. When the major version number is 
incremented, the minor version number is reset to 0. 

• Hotfix version number: it is only used when one or more hotfixes need to be 
deployed on a version which is already deployed on the PRD environment, without 
willing to create a new version of the eTIR international system. 

54. The major and minor version numbers, as well as the hotfix version number, if it 
exists, are always updated simultaneously on all software components of the eTIR 
international system and represent its version number under the form XX.YY.ZZ with XX 
being the major, YY the minor version numbers and ZZ the hotfix version number (ignored 
if equal to 0). Here are two examples of the version number for the eTIR international 
system:  

• eTIR international system 4.15, where 4 is the major version number and 15 is the 
minor version number (frequent case). 

• eTIR international system 4.15.1, where 4 is the major version number, 15 is the 
minor version number and 1 is the hotfix version number (rare case). 

 14. Release management 

55. Release management is the process of managing, planning, scheduling and 
controlling a software build through different stages and environments; including testing 
and deploying software releases. In the context of the eTIR international system, it refers to 
the process described in the following figure and stages. 
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Figure IV 
Release management process 

 
(a) Define the iteration backlog: the IT experts select from the eTIR backlog which 
issues should be worked on during the iteration and determine the version number of the 
new release. Each release has its own, unique version number which is mandatory if the 
release is to be deployed on the UAT or PRD environments. 

(b) Review the iteration backlog: the IT experts review which issues are considered as 
“done” and modify either the iteration length or the list of issues assigned to this version. In 
the end, all issues are completed, tested and documented and the quality gates are passing 
on the SIT environment. The release notes, which explain the changes brought by this new 
version, are prepared. 

(c) Deploy on UAT: the eTIR stakeholders working on the instances of the eTIR 
international system are informed about the new deployment to come. Then the new 
version is deployed on all instances of the eTIR international system and the related eTIR 
databases are reset. The release notes are communicated to the eTIR stakeholders.  

(d) Test on UAT: the newly deployed release will then be tested by the eTIR 
stakeholders during a given period of time agreed by all parties. The IT experts determine if 
a new execution of the conformance tests is needed or not. Any issue found will be raised 
to the eTIR service desk to be logged and categorized. If one or more blocking or major 
issues are found, then either they are corrected, or the current release is cancelled and a new 
one will be prepared which will include as a priority the issue(s) to be corrected. If these 
issues are corrected, the updated release needs to be deployed on the UAT environment and 
tested again by all eTIR stakeholders for a given period of time before being validated. 
Minor issues can be added to the eTIR backlog to be fixed in a subsequent release. 

(e) Deploy on PRD: if no major issue was reported after a given period of test on UAT, 
the release can be scheduled to be deployed on the production environment after a proper 
communication to the eTIR stakeholders. Once the deployment is performed on this final 
environment, the eTIR service desk actively monitors the telemetry to verify everything is 
working correctly. 

56. Then, if an issue is identified on the production environment, three cases can 
happen: 

(a) The issue is blocking: the IT experts roll back the PRD environment to the previous 
release and inform all eTIR stakeholders accordingly. 

(b) The issue is major: the IT experts quickly prepare a hotfix, perform all tests needed 
on the SIT environment and deploy it on the PRD environment to correct the issue. All 
eTIR stakeholders are informed accordingly. 

(c) The issue is minor: the issue is logged and added to the eTIR backlog to be fixed in 
a subsequent release. 
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 B. Maintenance processes 

 1. Introduction 

57. This section describes the processes followed by the IT experts of ECE to support 
and maintain the eTIR international system to ensure it functions correctly, to properly deal 
with issues and to anticipate and prevent possible problems in the future. This section also 
describes the procedure to be followed by the eTIR stakeholders when reporting an issue 
and informs of the internal activities performed to address it. 

 2. Continuous improvement 

58. One of the underlying principle of the DevOps practices is about adopting a 
continuous improvement approach. It means that none of the outputs created (software, 
processes, documentation, etc.) are ever final as they can always be improved. Especially if 
an issue (a defect in the system, a flaw in a process, an omission or imprecision in the 
documentation) is raised, it should always be considered as an opportunity to improve. This 
principle is similar to the one used in the Deming cycle or PDCA.12 

59. With this approach, the IT experts recognize the importance of always seizing the 
opportunity to learn from issues to ensure that the same issues should not happen again in 
the future (or, at least, that the actions taken decrease the probability for a future 
occurrence). In particular, it is important to take the time to identify the root cause(s) of the 
issue to be able to entirely correct them and improve or optimize the processes, if possible. 
This approach is also applied in development processes but it is especially important in 
maintenance processes as their main objectives are to solve and prevent issues. The main 
processes mentioned above are shown in the following figure. They are also further 
explained in the next sections. 

Figure V 
Continuous improvement process 

 

 3. Issue management 

60. In maintenance, there are three different types of issues that have their own 
characteristics and that are handled using specific procedures. The following figure 
describes these three types of issues. 

  
 12 See en.wikipedia.org/wiki/PDCA  
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Figure VI 
Types of maintenance issues 

 
61. Requests are further described in the section related to the eTIR service desk. Alerts 
are further described in the section related to monitoring management. Incidents are further 
described in the section related to incident management. 

 4. eTIR service desk 

62. The eTIR service desk is the single point of contact (SPOC) for eTIR stakeholders to 
raise any request related to the eTIR system. It is possible to do so by sending messages to 
its email address (etir@un.org) or through the “contact us” form of the eTIR web site.13 The 
eTIR service desk is composed of the IT experts and subject matter experts of the TIR 
Convention of ECE. 

63. Requests received by the eTIR service desk are dispatched by a (Tier-1) service desk 
agent to the appropriate (Tier-2) expert, depending on the nature of the request. Requests 
that signal an incident or a technical issue are dealt with as a priority. 

64. In the context of the interconnection projects, the eTIR service desk assists the eTIR 
stakeholders in connecting their information systems to the eTIR international system. 
These projects are closer to the development processes and, during the project initiation 
stage, the eTIR stakeholders define the best ways of communicating with the eTIR service 
desk to get information and raise any request. Given the limited resources of the eTIR 
service desk, the scope of its assistance is limited to providing information and guiding the 
experts of the eTIR stakeholders in their interconnection projects. For instance, the eTIR 
service desk cannot directly perform changes into the information systems of the eTIR 
stakeholders to connect them to the eTIR international system. 

 5. Incident management 

65. Incidents are generally technical issues with significant consequences that need to be 
addressed by the eTIR service desk as a priority. Incidents have a severity associated to 
them which drive the type of answer that need to be given: critical, major and minor. The 
whole process to manage them is inspired from the Information Technology Infrastructure 
Library (ITIL) service management methodology and is described in the following 
diagram. Its stages are further described hereunder. 

  
 13 See www.etir.org/contact-us  

mailto:etir@un.org
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Figure VII 
Incident management process 

 
(a) Acknowledge: after having been alerted, the IT experts confirm the incident 

(not a false positive) and ongoing (not already solved). They define its scope (the affected 
components), its severity and the list of concerned parties. From that point, all actions are 
logged to be further analysed during the “Reflect” stage; 

(b) Communicate to concerned parties: transparent communication to the 
concerned parties about the incident is essential so that information can be given of the 
estimated time needed to resolve the issue, as this can drive decisions of the parties to apply 
specific measures (e.g. fallback procedures). The IT experts decide on the content and 
frequency of the communication until the incident is resolved (step (e)); 

(c) Mitigate: if possible, mitigation measures are applied in order to either 
decrease the severity of the issue, or to temporarily resolve it; 

(d) Investigate: the IT experts take the time needed to comprehensively 
investigate the incident and determine its root cause(s); 

(e) Resolve: after the investigation, the root cause(s) are addressed and corrected 
and the incident must be considered as resolved before moving to the next stage; 

(f) Reflect: the IT experts gather all data and actions performed so far to resolve 
the incident and have a “blameless post-mortem” meeting. The goal is to take a deeper look 
at the incident and figure out what happened, why it happened, how the IT experts 
responded, and what can be done to prevent repeating this type of  incident as well as 
improve future responses; while assuming the responsibility of the incident collectively. An 
“incident report” is prepared during this meeting and follow-up actions are defined and 
planned accordingly; 

(g) Improve: the follow-up actions that have been defined in both previous 
stages are progressively selected from the eTIR backlog as per their priority, and performed 
to improve the software, processes, documentation and other assets so that the probability 
of having the same incident happening is decreased. 

66. During the “Reflect” stage, the IT experts prepare an incident report which is then 
stored in the knowledge management system (KMS) for institutional memory. This report 
contains the following information about the incident (including date and time when 
applicable): severity, description, services affected, how it was notified and by who, 
response actions performed to mitigate and then solve it, communication sent and received, 
results of the investigation, list of root causes, lessons learned from the blameless port-
mortem and list of follow up actions. 

67. With this process, the IT experts wish to achieve the following benefits: the 
prevention of similar incidents (or at least decreasing their probability to happen), an 
improvement on the average time to resolve incidents, a further reduction of downtime of 
the eTIR international system and an overall improved experience for the eTIR 
stakeholders. 

 6. Incidents managed by the United Nations hosting provider 

68. As displayed in figure VII, incidents can be reported to the eTIR service desk by the 
United Nations hosting provider which hosts the eTIR international system. A service level 
agreement (SLA) is signed with this provider to ensure a 24/7 support of the eTIR 
international system. SOPs are prepared by the IT experts for the officers of the United 
Nations hosting provider so that they can respond to specific types of incidents.  
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69. When an incident occurs, the officers of the United Nations hosting provider are 
notified by alerts sent by the monitoring system and they respond using these SOPs. If the 
response resolves the incident, they notify the eTIR service desk, for further investigation, 
mentioning that the incident is closed. If the response does not resolve the incident, they 
escalate it by contacting the eTIR service desk as displayed in figure VII, using various 
communication ways and procedures depending on the severity of the incident. 

 7. Backup and restore management 

70. Backup and restore management represents the strategy and related procedures put 
in place to ensure that copies of eTIR related data are frequently made and can quickly be 
restored, in case of a data loss event. Indeed, data can be lost during several types of events, 
inter alia: the malfunction of a server, fire in the data centre or a cyberattack. The 
preparation of the SOPs are the joint responsibility of the United Nations hosting provider 
and ECE and they are mentioned in the SLA. 

71. Data stored in all eTIR storage locations (the eTIR database, the eTIR logs and the 
eTIR documents) is backed up twice per day. This backed up data is securely stored in, at 
least, one other location than the primary site to avoid being destroyed if this site sustains a 
disaster. It is also not accessible from the same network to avoid being compromised by a 
cyberattack of type ransomware. Only the most recent and complete backups are kept and 
old backups are erased. 

72. Finally, it should take no more than 6 hours to store the last backup in case of data 
loss event. Tests are regularly performed with the United Nations hosting provider to 
ensure that this requirement can be met. 

 8. Monitoring management 

73. The act of monitoring an information system includes the collection of information 
produced by this system and the ability to produce alerts when certain events are met, so 
that (automated or manual) actions can be performed as answers to these events. 
Monitoring a system allows to proactively detect any issue that may turn into a failure and 
may eventually impact the availability of the system. The ability to quickly respond to these 
early warnings usually decreases the impact of failures and can also sometimes prevent 
them altogether. 

74. A monitoring system is provided by the United Nations hosting provider and it is 
configured in collaboration with ECE to observe the resources and performance of the 
virtual servers, as well as the availability and performance of the various services of the 
eTIR international system. In particular, the list of indicators that are tracked by the 
monitoring system include the following metrics: CPU usage, RAM usage, percentage of 
disk used, processes, availability of the services, system’s response time and resource usage 
of applications. 

75. Alerts are configured to be triggered when specific thresholds are exceeded. Alerts 
have a severity associated to them which drives the type of answer that needs to be given: 
critical, error, warning and information. Several types of answers can be activated 
depending on their configuration: an automated process can be executed or a 
communication can be sent to one or more persons (by email, SMS or phone call) to notify 
them of the alert so they can take action as soon as possible. The first persons notified are 
usually the officers of the United Nations hosting provider so they can take immediate 
actions by applying the SOPs prepared for such occasions. Alerts can also be sent to the 
eTIR service desk, depending on the urgency and importance of the issue. A comprehensive 
list of indicators, thresholds, alerts and related answers are jointly documented by the 
United Nations hosting provider and ECE, and are mentioned in the SLA. 

76. In addition to tracking metrics gathered from the virtual servers and processes, the 
monitoring system also exploits data contained in the eTIR logs. This information, also 
referred to as telemetry, logged by the eTIR international system, provides valuable data 
which can be used to detect any potential immediate issue with the system. It also informs 
about the performance of the system and gives an indication to the IT experts on related 
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trends. It is important to track this data to ensure that target values set in the technical 
requirements of the eTIR international system are met. 

77. Finally, it is important to take into consideration one drawback usually associated 
with the practice of monitoring. When initially configured, thresholds and alerts can lead to 
false positives or, on the contrary, they can “miss” issues that should have been detected. 
For this reason, the practice of continuous improvement is particularly relevant and the 
configuration of the monitoring system should regularly be reviewed to be optimized. 

 9. Patch management 

78. A patch is a set of changes to a piece of software designed to update, correct, or 
improve it. This includes fixing security vulnerabilities and other defects. In this document, 
patch management refers to the strategy and related procedures put in place to ensure that 
all software components, including the operating systems of the underlying servers, are 
regularly patched to correct any recently found issues.  

79. It is especially important to remove security vulnerabilities that are uncovered in 
existing versions of all software by the cybersecurity community. Regularly applying 
patches from authorized and verified sources is one of the most effective way to protect the 
eTIR international system from cyberattacks (see the part dedicated to the security of the 
eTIR system). 

80. SOPs are prepared and applied on a regular basis (at least every three months) to 
patch the following software components, if a patch is available: underlying operating 
systems, frameworks and libraries (e.g. Java virtual machine) and database management 
systems. Regular schedules do not prevent applying important patches as needed, most of 
the time for security reasons. Software components are patched by the United Nations 
hosting provider and by ECE, depending on the responsibilities detailed in the SLA. 

 10. Upgrade management 

81. An upgrade is generally the replacement of hardware, software or firmware with a 
newer or better version, in order to bring the system up to date or to improve its 
functionalities. In this document, upgrade management refers to the strategy and related 
procedures put in place to ensure that technical debt is regularly addressed and will not 
grow over time (see the maintainability requirements of the eTIR international system). 
Upgrade management differs from patch management as upgrades are new versions of 
software which need to be carefully tested to detect and address potential issues before they 
can be applied. 

82. Replacing the hardware and associated firmware is the responsibility of the United 
Nations hosting provider. Regarding software, the responsibilities are shared between the 
United Nations hosting provider, which needs to plan and perform the upgrades of all 
software components under its purview (e.g. virtual server farm system, operating systems 
of the virtual servers), and ECE which needs to plan and perform the upgrades of all 
software components of the eTIR international system. 

83. At least once per trimester, the latest versions of the underlying programming 
language, frameworks and libraries used to build the eTIR international system are 
checked. The IT experts then regularly review and document the various advantages and 
disadvantages to migrate a software component to one of its new versions. The following 
criteria are taken into consideration to decide when to plan such a migration: end of support 
date of the currently used version, maturity of the new version as assessed by the IT 
community, potential benefits regarding security and additional features. 
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84. When the decision is taken to migrate a software component to a new version, an 
internal project is launched and its associated tasks are included into the eTIR backlog to be 
prioritized and considered in the usual development by iteration approach. The objectives 
of this type of project are the following: comprehensively test the new version of the 
software component to detect any issues that may arise in the context of the eTIR 
international system, correct any major issue found, possibly take advantage of the new 
features brought by the new version to improve the eTIR international system, further test 
and validate on the UAT environment before eventually deploying a new version of the 
eTIR international system on the PRD environment. 

    


