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Abstract. τ- is a software program that deals with statistical disclosure control of tabular
data. This software is being used by many National Statistical Institutes as well as by Eurostat.
With this software one can apply several different SDC methods, with the main attention to sec-
ondary cell suppression techniques. Due to increasing insight in SDC methods, the software is
continuously updated. Recently, some major improvements have been implemented mainly con-
cerning the modular approach: it is now possible to deal with tables that have some negative cell
values, a new solution for cell suppression to cope with the presence of singletons have been im-
plemented and an automated way to deal with a set of linked tables is now available. In this paper
we will describe those improvements and show the effects on some example tables.

1 Introduction
To be able to apply statistical disclosure techniques to tabular data, software is needed.
The τ- software is a widely used program: many National Statistical Institutes make
use of it as well as Eurostat. τ- has been developed as part of several European
projects.

Recently, some major improvements have been implemented. These improvements
do not concern the detection of (primary) unsafe cells using linear sensitivity rules, but
are related to finding a suppression pattern for protecting a table with unsafe cells. These
improvements mainly concern the modular approach. In the current paper, we will give
a description of the major changes and show some of the resulting effects using example
tables. The complete collection of improvements is part of τ- from version 3.5
onwards (see Hundepool et al., 2011).

In section 2 we will give some details about the implemented improvements. Some
of the improvements can have a significant effect on the results. In section 3 we will give
some examples of such effects. Finally, in section 4 some conclusions will be drawn.

The views expressed in this paper are those of the authors and do not necessarily reflect the policies of
Statistics Netherlands
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2 Improvements
In this section we will describe the recent major improvements on the modular approach
in τ-. Since version 3.5 it is possible with the modular approach to deal with tables
that have some negative cell values and to deal with sets of linked tables in an automated
way. Additionally, the way the modular approach deals with singleton cells is improved.

Throughout this paper will use the following terminology concerning tables. An n-
dimensional table is a crossing of n spanning variables X1, . . . , Xn. Each spanning vari-
able X j has K j categories, denoted by X j(1), . . . , X j(K j). The total of variable X j over its
categories is denoted by X j(0). A cell of an n-dimensional table is uniquely determined
by the categories of the n spanning variables to which the contributors to that cell be-
long: (X1(i1), . . . , Xn(in)). The values i1, . . . , in are called the coordinates of the cell. Each
coordinate i j can thus attain the values 0, 1, . . . ,K j.

An interior cell is a cell for which none of the coordinates equals zero, i.e.,
∏n

k=1 ik , 0
and a marginal cell is a cell for which at least one coordinate equals zero, i.e.,

∏n
k=1 ik = 0.

A row R of a table is the subset of all cells of the table, with all but one coordinate
fixed. I.e., in a three dimensional table of size K1 × K2 × K3 a row could be e.g., the
set of cells with coordinates {(i, 1, 0) : i = 0, . . . ,K1} or the set of cells with coordinates
{(1, i, 3) : i = 0, . . . ,K2}. Note that with this definition a column in a two dimensional table
is also called a row. In this paper we will use the terms row and column interchangeably
whenever we deal with a simple two dimensional table.

2.1 Negative cell values
Most models concerning statistical disclosure control of magnitude tables assume the data
to be non-negative. Indeed, most linear sensitivity measures used to determine the unsafe
cells only make sense when all underlying data are non-negative. See e.g., Hundepool et
al. (2009) for a description of commonly used linear sensitivity rules.

However, in practice some contributions may be slightly negative due to e.g. correc-
tion techniques applied to the underlying microdata. In many magnitude tables this fact
will not be visible to the end-user: aggregating the possibly negative contributions to a
cell often results in a non-negative cell value. In some cases however, the cell value itself
may still be negative.

When protecting a magnitude table, the first thing to do is to define which cells are
(primary) unsafe. Whenever negative contributions are present, most linear sensitivity
measures can not be applied unmodified. Only the minimum frequency rule can still be
applied. The way τ- has been improved does not involve this step of the process. It is
assumed that the (primary) unsafe cells have been appointed and that ‘only’ the secondary
suppressions need to be found. The improvement of τ- concerns this step of finding
a suppression pattern.

The original procedures to find an optimal suppression pattern, were not able to deal
with negative cell values. Indeed, the original procedures just assumed that all cells were
non-negative, without testing the validity of this assumption. In case of some negative cell
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values, sometimes the original procedures were unable to find any suppression pattern (re-
sulting in an error), sometimes a suppression pattern was constructed that was infeasible.
Obviously, this had an effect on the modular approach as well, since that approach makes
use of the optimal suppression routines for each individual subtable.

To circumvent this problem in the modular approach, τ- now ‘lifts’ a subtable
whenever at least one cell value is negative. That way, a feasible problem will be con-
structed with only non-negative cell values. That problem will be solved in the traditional
way, after which the suppression pattern is imposed on the original subtable that had some
negative cell values.

Lifting a subtable is described as follows:

• Determine the smallest (most negative) cell value of the subtable, CL say.

• Add −CL + 1 to the value of each interior cell of the subtable.

• Add −CL + 1 to the apriori lower and upper bound of each interior cell of the sub-
table.

• Adjust the value and the apriori bounds of the marginal cells accordingly, taking the
size of the table into account.

The protection levels are not adjusted, since it is assumed that the absolute values of the
protection levels are needed and not the relative values.

2.2 Protection in case of singletons
Cells within a table sometimes consist of exactly one contributor. Such a cell is called a
singleton. Linear sensitivity rules will usually label this cell as (primary) unsafe. When
cell suppression is used to protect a table with unsafe cells, these singletons need to be
taken care of in a special way.

Within a suppression pattern, contributors in singletons may be able to recalculate
other suppressed cells. Obviously, a contributor could always insert its own contribution
and thereby recalculate its own suppressed cell. This could in turn lead to the possibility
of recalculating other suppressed cells in the same suppression pattern. Whenever such a
recalculated cell is (primary) unsafe, this means disclosure.

Within the current models used to determine suppression patterns, it is not possible to
take all possible situations into account when singletons are part of a suppression pattern.
However, an important group of instances of disclosure by singletons, is when a singleton
is part of a row R with exactly one additional (also primary) suppression.

To prevent this kind of disclosure, it would be sufficient to force an additional (third)
suppression in the same row R. In prior versions of τ- this was accomplished by
increasing the protection levels of one of the (primary) unsafe cells in row R. In short,
the protection level of one of the primary suppressed cells was raised in such a way that
the other primary suppression would not be able to give sufficient protection. The largest
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primary unsafe cell in row R got the cell value of the other unsafe cell in row R, plus a
small value, as protection level. Indeed, this forces a third suppression in row R.

However, since the cell value of one of the suppressed cells was involved, this meant
that the increased protection level of this cell could become quite large, which would have
an effect on the suppression pattern in one of the other dimensions. In certain situations
this led to oversuppression.

To circumvent this problem, the newly implemented approach adds a virtual cell to the
table. That virtual cell is assigned a value equal to the sum of the two primary suppressed
cells in row R, and is given the status ‘(primary) unsafe’. That virtual cell then only has to
be protected against exact disclosure, i.e., it suffices to impose a small protection interval.

Table 1 shows an example table, displaying the singleton problem. In Table 1(a), the
values of the cells are given, with in bold italic the (primary) unsafe cells. Table 1(b)
shows the names of the cells, where ci j stands for the cell with coordinates (i, j). Now

Total X1 X2 X3 X4 Total X1 X2 X3 X4
Total 227 76 33 93 25 Total c00 c01 c02 c03 c04

A 146 52 15 62 17 A c10 c11 c12 c13 c14
B 81 24 18 31 8 B c20 c21 c22 c23 c24

(a): Cell values (b): Cell names

Table 1: Example table to explain Singleton Problem. Bold italic means (primary) unsafe.

assume that cell c12 = (A, X2) is a singleton and cell c14 = (A, X4) is unsafe according to
a p%-rule with p = 10. Hence, cell c14 is the only other (primary) unsafe cell in that row.
To protect cell c14 against disclosure by the contributor of singleton c12, a ‘virtual cell’ cv

is defined with value 32. Moreover, that virtual cell is given a small protection interval,
(32, 33) say. The relations that define the table structure, including the virtual cell, are
given in Figure 1.

c00 = c01 + c02 + c03 + c04

c10 = c11 + c12 + c13 + c14

c20 = c21 + c22 + c23 + c24

c00 = c10 + c20

c01 = c11 + c21

c02 = c12 + c22

c03 = c13 + c23

c04 = c14 + c24

cv = c12 + c14

Figure 1: Relations defining table structure of Table 1
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Within τ-, this procedure is implemented in both the optimal approach as well
as in the modular approach. For the modular approach, this procedure is applied to each
subtable separately, whenever a subtable is dealt with within the modular approach.

This special attention to singletons is only given when the other suppressed cell in the
same row is a ‘true’ primary suppression. This is natural, since it has to be done prior
to the search for secondary suppressions. In the modular approach, a hierarchical table
is divided into many, non-hierarchical, subtables. Secondary suppressions in one table
sometimes temporarily become primary suppressions in other tables during the process.
I.e., those suppression are not ‘true’ primary suppressions. It is therefore also natural not
to construct virtual cells in case a singleton is in the same row with exactly one other
primary suppression that was originally a secondary suppression. This is indeed the way
it is implemented in the modular approach.

2.3 Set of linked tables
The third improvement of τ- concerns the possibility to deal with sets of linked
tables using the modular approach. This is an implementation of the method discussed in
De Wolf and Giessing (2009) and De Wolf and Hundepool (2010).

Traditionally, τ- can be used to protect a set linked tables by searching for sup-
pression patterns for the tables successively. Any suppression pattern found for a par-
ticular table then has to be imposed on all other tables, prior to their protection. This
procedure is iterative in its nature: whenever a suppression pattern for table Ti involves
cells within any suppression pattern of a previously protected table T j, table T j has to be
protected anew. This has to be repeated until no more changes in suppression patterns
emerge. Obviously, this is rather time consuming and may depend on the order in which
the tables are protected.

In the new method, this is all done automatically. One only has to indicate the way
the tables are linked and then the complete set of tables will be protected in one run of
τ-. This new method cannot deal with sets of arbitrarily linked tables, but it can deal
with an important class of linked tables, often seen at NSI’s. A set of linked tables that this
method can deal with, should be such that it will be possible to define a covering table.
A covering table is an n-dimensional table of which the tables in the set of linked tables
are all proper subtables. Basically, the modular approach is then applied to the covering
table, but all subtables that are not part of the set of linked tables, will not be considered
during the search for suppression patterns.

3 Examples
3.1 Singletons
To show the effect of the new implementation of cell suppression in the presence of single-
tons, we will apply both the old and the new approach to the example Table 1. Table 2(a)
shows the suppression pattern when the old approach is applied, whereas Table 2(b) shows
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the suppression pattern when the new approach is applied. We have used the cellvalue as
the cost variable that measures the information loss. In both cases we see that the single-

Total X1 X2 X3 X4 Total X1 X2 X3 X4
Total 227 76 × 93 × Total 227 76 33 93 25
A 146 × × 62 × A 146 × × 62 ×

B 81 × 18 31 × B 81 × × 31 ×

(a): Old approach (b): New approach

Table 2: Protection in the presence of singletons

ton (A, X2), which is in a row with exactly one additional (primary) unsafe cell (A, X4),
leads to an additional suppression in that row. So indeed, the singleton is not able to break
the protection pattern to disclose the other (primary) unsafe cell.

Clearly, the old approach leads to overprotection: more and larger cells are suppressed
than necessary. This is easily explained: in the old approach the largest unsafe cell in row
A gets the value of the smallest unsafe cell (plus epsilon) as its protection level, i.e., cell
(A, X4) gets the protection interval [1, 33]. If cell (B, X4) would be the only additional
suppression in column X4, this would lead to an upper bound of the feasibility interval of
cell (A, X4) of 25, which is too small.

Note that in the old approach, marginal cells would have to be suppressed. In this
simple example this has only the immediate effect on the table itself. However, when
something like this happens when the modular approach is applied to a hierarchical table,
this would yield a much larger effect. Indeed, it would lead to backtracking and hence
most likely to additional suppressions all over the table.

In the new approach, the protection required for virtual cell cv leads to an additional
suppression in row A as well, as required. However this does not have any effect on
the protection interval required for cell (A, X4). I.e., that protection interval is derived
from the linear sensitivity rule that was used and hence equals [16, 18]. So in this case
suppressing only cell (B, X4) in column X4 does give enough protection. Moreover, no
additional backtracking is needed, if this had been a subtable of a hierarchical table in the
modular approach.

3.2 Linked tables
The tables of the example we will discuss in this subsection are given in the Appendix.
The example will show the effect of using the linked approach as opposed to not using the
linked approach, i.e., applying cell suppression to each table on its own. We will consider
a set of three tables, {T1, T2, T3}, where Table T1 is the link between the three tables.
Table T1 is a one dimensional table with the most detailed spanning variable that is also
present in the other two tables but with less detail. The other tables each have a different
additional spanning variable.
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In the examples we show both the solutions if the table are protected individually and
when the linked tables approach is used. The problem of the linked tables arises when the
protection of a table implies that cell will be suppressed that is present in more than one
table. Often this happens when a marginal cell needs to be suppressed.

In Table T2 the cell (C, X5)∗ is (primary) unsafe with a protection interval of slightly
less than 1% of the cell value. It is this cell that clearly shows the effect of the linked ap-
proach. Because of the required protection interval the other interior cells (C, X1). . . (C, X4)
are not enough to protect (C, X5) and hence the marginal cell (C, Total) has to be sup-
pressed. And this has consequences for the other tables.

Using that linked approach, the protection of this cell causes four additional suppres-
sions in Table T1 and five additional suppressions in Table T3. The new version of τ-
does this automatically in one run.

4 Conclusions
The improvements discussed in this paper all have a positive effect on the suppression
patterns. The implementation of a method that deals with tables containing negative cell
values makes it now possible to deal with those kind of tables. It should however be noted,
that this implementation deals with finding secondary suppressions. In order to deal with
negative cell values, the used sensitivity measures should be adjusted as well. This is
however not part of the improvements discussed in this paper.

The way τ- now deals with tables containing singletons generally yields less
information loss. The example of subsection 3.1 clearly shows this effect in a very simple
table. In more complex hierarchical tables this effect can be even much bigger.

Finally, it is now possible to deal with linked tables in τ- using the modular
approach. It has been common knowledge that linked tables should be treated consistently
when applying a suppression method. For quite some time has has been time consuming:
it had to be done by hand in an iterative way. The new method, as implemented, now
deals with this situation in an automated way. This improves the efficiency of finding
suppression patterns in sets of linked tables. The example shows that more cells need
to be suppressed when the set of tables is protected simultaneously (as opposed to one
at a time, independent of the other tables). This might seem to be a negative effect, but
these additional secondary suppressions are really needed to get a suppression pattern that
really protects all (primary) unsafe cells.
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Appendix
In this appendix, the three tables used in example 3.2 are given, T1, T2 and T3. Of each
table, three versions are presented: the original table, the table protected using the linked
approach and the table protected on its own, i.e., without taking the other tables in the set
of linked tables into account. In the original tables, the (primary) unsafe cells are marked
red. In the protected tables, the red crosses are the primary suppressions and the blue
crosses are the secondary suppressions.

Total
Total 310494024
A 98594438

A1 53658761
A11 5810499
A12 47848262

A2 5085959
A3 3473565
A4 36319246

A41 12803597
A42 22803597
A43 527537

A5 56907
B 485280

B1 360036
B2 125244

C 211414306
C1 30058974
C2 177248232

C21 48646824
C22 1471
C23 128599937

C3 4107100

T1.a: Original table

Total
Total 310494024
A ×

A1 53658761
A11 5810499
A12 47848262

A2 5085959
A3 ×

A4 36319246
A41 12803597
A42 22803597
A43 527537

A5 56907
B ×

B1 360036
B2 ×

C ×

C1 30058974
C2 177248232

C21 ×

C22 1471
C23 ×

C3 ×

T1.b: Linked approach

Total
Total 310494024
A 98594438

A1 53658761
A11 5810499
A12 47848262

A2 5085959
A3 3473565
A4 36319246

A41 12803597
A42 22803597
A43 527537

A5 56907
B 485280

B1 ×

B2 ×

C 211414306
C1 30058974
C2 177248232

C21 ×

C22 1471
C23 ×

C3 4107100

T1.c: On its own

Table T1
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