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Abgract

Istat has initiated a research project addredsangroblem of multiple releases from a single sunvethis paper some preliminary
findings concerning the simultaneous release atmdata file for research (MFR) purposes and dqoute file (PUF) are presented.
A brief analysis of the relationship between a MR a PUF is provided. A procedure aiming at tneadraisation of both disclosure
risk and data utility is sketched. From an operatipoint of view, subsampling is the main statittlisclosure limitation technique
used for deriving the PUF from the correspondindRViBifferent subsampling strategies that mightdselin the SDC framework are
illustrated. In this preliminary development staigga from the Istat survey on Careers of Doctbtalgers is used.
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1. Introduction

The release of statistical information in an ireéomal setting needs to find ways to reconcilgttian to the
national context and the need for global efficieridye topic of harmonisation in statistical corfitigity
limitation is crucial when facing the release ofrdpean statistics. Lately many structural change® h
completely modified the way to deal with statidtidiaclosure limitation at European level. Many rioies
have to face more open attitudes toward the retéasierodata; the upcoming revision of regula3i/2002

will further improve changes in this sense. Menstaties have to find ways to balance national @nistrand
European needs. Among other objectives, the Bgamett on common tools and harmonised methodology
for SDC in the ESS intends to test a possibleegiygbroposed by Ichim and Franconi (2010) to oveeco
difficulties stemming from the application of siagigid methodology for all member states.

Harmonisation of statistical disclosure controlcess is achieved through the harmonisation of riekbgy
in the input phase and the provision of harmoreseti objective measures for the output enablingcle f
some flexibility and allowing for better adaptatitsmnational context and better global efficien©y the
output phase, a set of benchmarking statisticstringtiefined for the type of data under analygstteer with
the corresponding quality criteria/thresholds. €he® used to measure data utility and to putactipe the
comparability concept.

The European Statistical Law 332/2009 mention®ip@rtunity to release both public use files (Phifd
microdata files for research purposes (MFR). Thiglct be the main stimulus for investigating another
harmonisation dimension; the multiple releases febraingle survey should be harmonised from both
disclosure risk and data utility point of view. $hs a very complex task that could be fulfilledydoy
carefully analyzing the relationship between thericrodata releases.

The objective of this work is to propose a methaoglplfor the release of a PUF derived from a MFRe Th
main tool of the already proposed comparabilityceph i.e. the benchmarking statistics, is apptietevelop

a subsampling procedure aiming at the simultanetease of two microdata files. Indeed, by a-pdefining
the quality criteria to be maintained, it is illaged how to derive a subsampling strategy guaiagt¢he
disclosure risk reduction below an acceptableltbtds

In section 2 a brief data description is giversdntion 3, several aspects of the relationshipdaeshan MFR
and a PUF are discussed. In section 4, the propofsampling methodology for the release of a RUF i
detailed. To compare different implementation agias, some preliminary results obtained when gply
these strategies to the Careers of Doctorate Hoklawey are described. Finally, in section 5, rakve
conclusions and ideas for further testing are ptede



2. Data description

In 2009 Istat carried out for the first time the&es of Doctorate Holders (CDH) survey. This suivelpngs

to the system of surveys aiming at the charadiensaf the education-occupation transition. CDbjisters
information on the occupational status of the Pblddns at 3 and 5 years from the date of complefidine

PhD. Even if it was designed to be a census sunviy,a response rate around 72% was observed, Thus
instead of 18500, only 12964 doctorate holders weesviewed. To adjust for non-response errors, an
estimation procedure was adopted. The weights eeenputed using a calibration procedure, constginim

the known marginal distributions of citizenshipcgegories), PhD scientific area (14 categorieg)doyler

and region.

The main focus of the CDH survey is the charaeti#is of the occupational status of the PhD halders
Aspects like facilities/difficulties to find a joftabour market entry), type of contract, earnimgse of work,

job satisfaction, usefulness of the PhD for obtgirai job, etc are observed by the survey. Sonististaare
already published in Brait and Strozza (2010). Wetotals are generally published by PhD saeiiea,

by gender and by region (location of the univexsity

Besides the CDH data, structural information on eéhéire population of PhD holders is available, as
transmitted by the universities. The release opgesirom a data archive containing informatiortr@enentire
population has two special advantages. Firstlypiportunity to release samples with pre-definedature
risk should be stressed. Indeed, by controllingstimple design parameters,egrante disclosure limitation
method might be developed. Secondly, the avaiialwli information on the entire population allows
measuringex-pogt the disclosure risk in terms of sample and padpaladrequencies, without involving
complex statistical models.

3. Multiplemicrodatardease MFR and PUF

In this section a brief discussion on some aspeleted to the simultaneous release of a MFR &idRais
given. More details might be found in Ichim et2@11).

In this Istat project it is proposed to adopt aque production process for both MFR and PUF. Kistemce
of such process implies important efficiency gdims several points of view: a) the disclosure, risk
coherence of the informative content of the filebe released, c) the physical creation of theoadtéta files
and d) coherence of the associated metadata.

The disclosure risk assessment and managemensinglea microdata release are obviously related and
constrained by those of other microdata releasessdme statement is valid also for the informaitmrent

of the disseminated microdata files. Indeed, irrithlermanagement frame work, when dealing with iplelt
microdata releases, different levels of accessrasted. When a less restrictive licence applesaiPUF
licence, the disclosure risk should be more redsicee it is supposed that more users would haesacAs

the number and type of users increases, the adiiptimbure scenarios should take into accourexiseence

of more external information.

The main assumption of this proposal is the existehan unique hierarchical structure of the uSanse the
MFR users already have access to more detailedcandhte information, it is supposed that the MB&su
would not require the corresponding PUF. Only aisetipl definition and production of the two micatad
files would allow the data provider to take inte@mt the users hierarchical structure. Moreokan unique
production process applies, different coherenlodise scenarios may be considered.

From the information content point of view, the gesaf nested classifications should be recommended.
Otherwise, in presence of non-nested hierarchieskifications, some differencing scenarios might b
enabled. The level of detail associated to a &tsative licence of use should be at least mfeéd the one
associated to a more restrictive licence.

When the two releases, the MFR and PUF, shararthestructure and the information content shovesiza
hierarchical structure, the PUF would even incréas®IFR usability. For example, from the researpbat
of view, the PUF would reduce the costs of usingpee restrictive licence. Indeed, while waitinggoeive
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the required MFR, the researcher could start, @idsis of the information included in PUF, to nizthe
scientific work to be performed.

3.1 Contribution to thediffuson of thedatigtical literacy

It is our opinion that PUFs offering no guaraniegerms of data utility/data quality would not \aery well
accepted by the users. When the PUF satisfiesgaahefined quality standards, it would positivelgtobute
to the diffusion of the statistical literacy. Foaeple, PUFs would give students the opportunitsydply
theoretical statistical knowledge in a real context

The value added by a PUF is a straightforward coiesee of its quality standards defined as théyatal
simulate real applications. The file dimension,regped as number of records and number of variables
provides a first quality indicator. Moreover, sinte data production process and data quality @re n
extensively discussed in statistical lectures,Ridl could contribute to the reduction of this gstthe same
time, a large number of variables would favour dieeelopment of a critical reasoning on the vargble
meaning, their operational definition, the surveypd@nomenon, etc. The precision and accuracy of the
estimates that could be derived using the PUF wsigliificantly improve the conceptual learning. The
relevance and timeliness should be other crugatéswhen deciding which PUF to produce.

4. Devdopment of a procedurefor therdeaseof a public use microdatafile

In this work it is proposed to derive the PUF frtfRR by subsampling. Some records might be further
modified if deemed necessary in some particulalodisre scenarios. Otherwise stated, it is profgosetease
both PUF and MFR with the same level of detaiha hierarchical variables. Obviously, for the PURam
precision and accuracy would be attained tharht®aMFR. The minor precision is a direct consequehce
subsampling while the minor accuracy is a consegualithe fact than only few predefined estimatesddoe
used as data utility constrains in our procedureo@se, the global risk associated to a PUF dimusmaller
than the disclosure risk of a MFR. In this paper éssumed that the same SDC identifying varianessed

for both PUF and MFR. In this section a two stepsgaure is described. First it will be shown hovieke
into account both disclosure risk and some ddity atiquirements when determining an optimal altimr.
The second step of the procedure consists in dyawimandom balanced sample, thus aiming at the
approximate preservation of some weighted totals.

The procedure developed in this work aims at relgas PUF maintaining some quality indicators and,
simultaneously, at the preservation of the advastad dealing with random samples; the PUF micaodat
should also be representative for the entire ptipojaas the MFR does. Secondly, coherence widadr
published information should be assured. For exgntipt equality between the published totals, tes o
derived from the MFR and the ones derived fromRb& should be aimed. Just to mention two obvious
advantages of this restriction, this latter qualimdition/indicator would increase the trust ia dissemination
strategies of NSIs. Moreover this coherence betwstimates would also contribute to disabling d&gle
scenarios based on differencing. In principal iulddoe much easier to achieve this coherence hetwee
published totals when the PUF and MFR show a blacal structure. Instead of totals, some othergitise
statistics might be used as well. Only publishégld@re dealt with since they are one of the mgsbrtant
statistical products and they are among the fasstcs to be computed.

The standard MFR dissemination model includes dffiaitibn of a disclosure scenario, risk assessizeat
protection with respect to the adopted disclostceeasio and with respect to some data utility requents.
Given some utility constraints, there are two adtves for stating the dissemination problem &fUE

derived from a MFR. The first one, named strateggofsists in the maximisation of the number afastd
safe units. The second one, named strategy B,stomsithe minimisation of the released units skt of

disclosure.

At a first glance, it might be believed that sggté\ is very easy and efficient. Indeed, since rikle of
disclosure is supposed to be already estimatedetbeds could be easily classified in units &t aisd safe
units. In such situation, the release of only safes might be very tempting. There would be an énse



efficiency gain since little additional efforts wWdibe required. Only the updating of the calibratieeights
would be necessary. Anyway, there are several tagbet should be further investigated. First bfifaho
further protection method would be applied, it wiobe implicitly assumed that the MFR and PUF share
exactly the same disclosure scenario, i.e. idewifyariables, means, intentions, tools etc. Irctjma
situations, the validity of this assumption shdagddery carefully analysed.

Secondly, since all records at risk would be siggpek from the PUF, there might be some empty mlanne
estimation domains. Consequently, it would be irsiptesto preserve the coherence with the alredolishad
totals. When each SDC identifying variable is amtngy variables defining the estimation domains, the
existence of empty planned estimation domains tdm@nored. Depending on data, this drawback tmigh
arise also in other settings.

Finally, since the disclosure risk is not a randammable, the release of safe units would not geogi random
sample. A random sample from the safe units coalldrawn, but such sample would represent only the
“population” of safe units.

In strategy A, the disclosure risk is completelgtaaled and there is no restriction on data wtiihe strategy

A might be classified within the risk avoidanceriework. Instead, strategy B proves to be morebfiexit
mimics better the risk management framework. Indegdaccepting that there might be some risk of
disclosure in the PUF, data utility could alsorimeeased.

A procedure based on sound statistical methodsssited in the remaining part of this section.gda is to
provide a PUF satisfying as many risk and utiliguirements as possible. The imposed utility cainssr
include the preservation of the internal consistenthe records, the preservation of some tdtaseduction
of the disclosure risk and the randomness of tinplsa

It is proposed to relax the restrictions on thditguet some totals. The approach still aims afieservation of
some indicated totals; the required relaxation evdogl implemented in terms of precision/accurace Th
advantages derived from the designing a PUF andRisllowing the same hierarchical structure aradlish

the same detalil level of the hierarchical varialese already discussed. To reduce the risk, iatistt
disclosure limitation (SDL) method should be agpli€he constraint on the hierarchical structuraiete
recoding from the candidate list of SDL methodscivgould be applied. The application of other SDL
techniques most used when disseminating microtéatarsng from social surveys, e.g. suppression, PRAM
or swapping might generate a non negligible utdisg. For example, PRAM or swapping should be fieddi

to maintain the internal consistency of the recaddsourse, modified versions of PRAM or swapaogld

be implemented, but their implementation would beyymuch application dependent. Consequently, the
generalisation of their modified versions wouldvim@e complex without additional efforts.

Our proposal is based on another well-known SDlhaggthamely subsampling. This technique guarantees,
by definition, the preservation of the hierarchgtalcture of the PUF with respect to the MFR ptieservation

of the hierarchical detail and the preservatiorhefinternal consistency of the records. When doran
subsample is drawn, the randomness feature ofithedata file is obviously maintained, too.

Subsampling reduces the risk of disclosure by gdsliimme uncertainty on the number of populatiors unit
sharing the same modalities of the identifyingalades. Hence, a possible intruder would have tiatea
sample unique is a population unique with an ise@ancertainty.

Subsampling, does not guarantee, by default, neittemntrolled reduction of the disclosure risk the
preservation of some data utility indicators. Sawaigptations are necessary in order to improvesthaetility
performance of this SDL technique.

Let us suppose that the MFR, here the consideralgtion, hasN records andv variables)V,,...,V,, .

Suppose that from the previous analyses on MFRskaetated variableR;, is available, tooR; is a
dichotomous variable indicating whether a unit iss of disclosure or not. Issues related tadmevation of
R, are not further discussed.

It is assumed that the data-utility constraints begxpressed in terms of population totals stigoosed that
some MFR totals should be approximately presetadte specification phase, it should be mentiovedh
is the information to be preserved and on whicilmasibn domains. Suppose that the information to be
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preserved may be expressed in terms of varifhles, Y, } 0{v,,...,v,,} and that the estimation domains may
be expressed in terms of variables,...,D} O0{\v,,....vy}. {D,.....Ds} could also be defined as cross-
classifications of some variables amdng..,V,, . Both Y,,...,Y, and D,,...,Dg should be identified only
after the consultation with survey and subjectenattperts.

There might be some overlap between the SDC idegtif/ariables and the variablés,,..., D} . Indeed,

both types of variables express some structuratniaion and the accessibility of external database
containing structural information cannot be ignordd an example from the social surveys framework,
variables like gender, age and marital statusemerglly considered SDC identifying variables. & same
time, the published totals generally refer to doshaefined by (cross-classifications) of such tbe® e.g
number of employed persons by gender and age<lasse

On the contrary, generally speaking, there i® litthance to observe any overlap between the SDC key
variables andy,,...,Y, . In principle, the SDC key variables are struttinfarmation available in external

databases while the information-content variabes.,Y, represent the aim of the survey, i.e. “collect
information on topic ..not available elsewhere”.

The estimation variables tested in this work areupational status (Occup), Job search (JobS), diype
contract (Contract), Type of Work (Work), Incomecegpt for the last variable which is a continuoos, the
others were dichotomized. The domain variables usdas application were Year of Completion of the
Doctorate (Year, 2 modalities), Gender, Region nivéisity (Region, 20 modalities) and ScientificeAr
(Area, 14 modalities).

The proposed procedure works as follows. Firgttérthines how many units to draw in each domairtremd
it draws a fixed size sample.

4.1 Optimal allocation in gratified sampling

A goal of the stratified sampling is to increase pinecision (reduce the variance) of estimatesoptilption
parameters inferred from a sample. All other thingieg equal, increased homogeneity of the popaléteing
sampled works to increase precision. By dividirg glopulation of interest into non-overlapping sytofetions
(sampling strata) that are more nearly homogenesalscting independent samples from each stratndh, a
combining estimates from the strata, more presti@ates than by directly sampling from the popariatan be
computed.

Once the stratification has been defined, the iQnesthow many sample units to allocate to eaeltust. In the
univariate case, the minimization of the cost aesigeded to achieve a target variance has a vesliFkeolution:

n, = nm , Wheren, is the number of sample units allocated to strditi )y is the number of population
D (NySy/yn)

units in stratum hg, is the cost per unit in stratum , is the population standard deviation for the véeiah

interest in stratum h, andis the total sample sizeS,(s usually estimated from frame information or iearl

samples.)

In our SDC-PUF-MFR framework, precise estimatesenkral not highly correlated variables are neddésl.
desirable to apply a method to find a good com@emilocation giving adequate precision for ahefvariables of
interest. A number of approaches have been udeditthe optimal allocation of multiple variables multiple
domains. Bethel's approach is based on an accemtebfficient of variation (CV) for each of theoattion
variables. These CVs become constraints on a wostidn to be minimized; then the following convex
programming problem is solved:
f(nh):ichnh = min

h=1

Jd 2
Nh

Var(p\7j ) :Z .S —ZM: N, , <V, .p=L...P, d=1,....D,j4=1,..., J4, where d is a type of domain of
h=1

b= Ny

interest, (d =1,..,D)j4 is the generic domain of interedttype d(j4 =1,...,J4, being J4 the number of the



domains of typed); H; d is the number of strata containing the domain tefrésyy, Var()Y; ) is CV of the
estimate for the'pvariable anq)Vj*d is a prefixed planned level of the CV for theraate of the Pvariable.

Thus, the problem of interest may be stated asd‘“&istratification and allocations to those stratamizing the
budget necessary to achieve predetermined maxitewalle coefficients of variation for two or magelected
variables of interest.”

For our purposes, Bethel's algorithm has been insextler to determine the optimal strata sizesnmg of
reduction of the overall risk (cost function), kiegpthe CV level of the estimates below a 5% tlolelsfor
three combinations of the allocation and domaiiabls, see Table 1.

Table 1. Different variable combinationsused for the application of the Bethd algorithm.

Combination Domain variables Allocation variables

1 Year, Gender, Area, Region Oceup, JobS, Contract, Income

2 Year, Gender, Area, Region Occup, JobS, Contract, Work, Income
3 Year, Area Occup, Contract

For each combination, six settings of the Betlgyglrgshm were tested, corresponding to differeniogsoof the
parameters. The six Bethel settings are descridadile 2. The strata containing less than 2 baite always
been considered as “take all’ strata. Moreoversttaa containing no units at risk of disclosurghtnbe
subject to a total survey, too. When deciding tesicter the risk variable among the stratificatianables, the
number of units at risk to be included in the altmn is somehow minimized. This might be seennas a
obviuous consequence of the Bethel's algorithnogbyihy, i.e. minimize the number of allocated yoeis
stratum. It should be noted that the risk vari&devas not used as domain variable since theitattated to
data utility. The final option in this work is rtdd to the consideration of the total risk pertstraas cost
function in the Bethel's algorithm.

Table2. Dextription of different Bethd sttings

Setting Risk.cost Riskstrat Cens.no.risk Description

1 N Y N The cost ¢n does not depend on the risk R1. The risk R1 is used as stratification variable. The strata
without units at risk are not considered ‘take all’ strata.

2 N Y Y The cost ¢n does not depend on the risk R1. The risk variable R1 is used as stratification variable. The
strata without units at risk are considered ‘take all” strata.

3 Y Y N The cost c» equals the sum of R1 by stratum. The risk R1 is used as stratification variable. The strata
without units at risk are not considered ‘take all’ strata.

4 Y Y Y The cost ¢ equals the sum of R1 by stratum. The risk R1 is used as sfrafification variable. The sfrata
without units at risk are considered ‘take all” strata.

5 Y N N The cost ¢ equals the sum of R1 by stratum. The risk R1 is not used as strafffication variable. The
strata without units at risk are not considered “take all” strata.

6 Y N Y The cost ¢ equals the sum by stratum of R1. The risk R1 is not used as strafffication variable. The
strata without units at risk are considered “take all” strata.

We want to select samples of fixed size from a latipn of respondents to the CDH survey, balanced o
socio-demographic variables suchGesnder, Year of Doctorate Completion, Scientific area, Region. Each
sample has been selected under a stratified rasdompling design, whose optimal strata size has been
determined via Bethel algorithm.

The sampling sizes obtained using the differentaeations (of allocation and domain variables) @iffdrent
Bethel settings are presented in Table 3. The coRisk.cost indicates whether the risk was usetieas
minimization cost of the Bethel algorithm. The cotuRisk.strata indicates whether the variablews& used
as a stratification variable. The column Censsiloindicates whether the strata without any umsktwere
“take all’ strata. The column #Strata indicates rthenber of strata in each allocation setting. Talanan
#Cens.strata indicates the number of “take aliitatiThe column #Cens.units indicates the numheritsfin
the “take all” strata, when this option was usd@ ¢olumns Size.Bethel, Size.Prop and Size.Eqoal #ie
total number of allocated units when applying tteghBl algorithm, the proportional to size and theak
allocations, respectively. The gains in terms offga size reduction obtained w.r.t. the proportiand equal
allocations may be assessed by comparing thesertiws. It may be observed that, even if the diffees
between the three allocations are not very strikimg usage of the Bethel algorithm always provities
smallest sampling fraction. Consequently, it iSoeable to expect the drawing of the sample withllem
number of units at risk of disclosure, while presgythe same data quality standards expresseda@sign of
the estimates. Moreover, since the Bethel allatatioptimized w.r.t. some allocation variable @fttiile other
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two allocations are not optimized, the distributasrihe resulting samples is generally quite agiffélamong

the estimation domains. The columns Max.Bethel-BnopVax.Bethel-Equal indicate the maximum byastrat
of the absolute differences between the Bethepammbrtional and equal allocations. It may be oleskthat
even when the three allocations are almost edqwak tare some strata which might be subject to very
dissimilar allocations. For example, in the settialied 3.3, highlighted in gray, the Bethel, prtipnal and
equal allocations procedures provide around 88i€) But there is a strata where the differencevdsen the
Bethel and proportional allocation is equal to WBfs and there is a strata where the differenteckea the
Bethel and equal allocation is 389.

Once the optimal allocation has been determinsdgple should be drawn. Using the Bethel algorithen,
optimal allocation is derived in order to take iatwount some predefined precision requirementiselnext
phase, the selection phase, a sample should be tirasnch a way that it fulfills some predefineduaacy
requirements. In the next section a methodologyliegethe control of the accuracy constraintdustitated.

4.2 Balanced sampling

Balanced sampling consists in drawing random sanvahéch provide exact estimates for some auxiliary
variables. The Cube method (see Deville and 2illé4, 2005) enables the selection of balanced samyith
unequal probabilities and a non-restricted numidealancing variables.

A sampling desigsis said to be balanced on the auxiliary varialegx,..x.x, ) if and only if the balancing

equations given by_=x are satisfied, whereis the vector of known population totafs, is the Horvitz-
Thompson estimator expressedsas: > /T T =PriOs) being the first order inclusion probability of

unitk.

A sampling design balanced on the variabler, is of fixed size, asy° ﬂzzlzn. A sampling design
s Tk s

balanced on the variable, =1ensures that the population siZ¢ is perfectly estimated, as

3 X =y I\ > % =Y 1= N, whereU denotes the entire population. Note that thesevawiables are
s koo T KU kU

always available in the population. When the végia interest which is well explained by the bealag
variables, a balanced sampling design generatgs dacuracy gains w.r.t. afixed size unequal piiigab
sampling design.
In case of a stratified random sampling designsémpling design is balanced by strata on theblaxaf
> S =3 "%, for allh=1,...,H, where S, is the random variable indicating the inclusiotthef unitk into
KU, T KU,
the sample.
Stratified balanced sampling can be performed legts®y a sample directly from the whole populatitine
condition of balance by strata is equivalent taett@ression:

S L) forallh=1,...,H

_ = X —L,...,I.
% - % « Lew,
We thus only need to select a sampl&ljirbalanced on the variables equal to the produitteobalancing

1 kOU
. T . h . .
variables x,..x;.x, and the indicator varlablesq(Ijuh :{ which means balancing on thexp

0 kOU h
variables. This method has the main drawbacksiftisabo big we cannot search for a sample thases a
small difference to the balancing state, becausaumber of possible samples is too large; betidesall
strata do not have the same balancing quality.

The cube method provides a general solution tprtiiem of selecting balanced samples, with antpret

inclusion probabilities and a certain number olbehg variables.The CUBE method consists in tepsst
named flight and landing phase, see Tilleé (2006)irQ the flight phase, if all the constraints, the balancing
equations, are exactly satisfied; the algorithnpsstas soon as it determines a perfectly balancedlesa



Otherwise it stops when the convergence to a lelsoiation is not achievedl; in this case, forlaetiof
units the inclusion in the sample is still uncertdinen the landing phase starts; it searchs rdp@dosample
which achieves the best approximation to the balgrmjuations.

The landing phase implies a weakening of somereamtst according to three possible criteria: &y diting

some priorities, the balancing variables are pgsgrely abandoned; b) the landing phase is pertbige
considering all the possible samples among thetaircenits, and selecting those providing a loifecince
to the balance (the difference to the balance sspteby some distance measure); and c) the lgotatsg is
performed as in b, but only considering the sanygfesse size equals the sum of inclusion probaisiliin this
case the result is a fixed sample size.

Optimal overall and strata sample sizes providedBéthel algorithm represent the vector of inclusion
probabilitiesr = [r ] needed to apply the CUBE Macro.

In this preliminary testing phase of the Istatgubjto ensure that the population $izend the optimal sample
sizen would be perfectly estimategd,=1 andx_=r, respectively have been introduced as balancimables.

In addition, three socio-demographic variables,Gander, Year of Doctorate Completion, Sdentific Area
have been separately considered in the systemaoiclmgy equations as stratification variablesttiersame
balancing variables, i.e, =1 and x_=n,_. The known totals were the corresponding estindeesed by

means of the survey weights. This means that thgimahfrequency distributions b§ender, Year of
Doctorate Completion and Scientific Area are exactly maintained together with the strataulatipn and
sample sizes indicated by the Bethel algorithm.

The third criterium in the landing phase was uieslicube option may be applied using a maximumbenm
of 18 constraints to achieve a solution in a regdertime. The balancing equations used in tHisggshase
are exactly 18.

It should be stressed that other data utility requents are implicitly satified. Indeed, the ¢)v@gence
criterium of the cube method guarantees the miatiois of the variation of the input inclusion prbitibes
==[r]. Consequently, the corresponding weights aregmfisantly adjusted; it follows that some othetal

utility requirements expressed as weighted totalagproximatively satisfied. In our applicatiois ttatement
holds because some data utility-related variabjgg)ccup, were used as allocation/estimation variabldsan t
Bethel's procedure.

For the five data-utility variables used in thiglegation, namelyOccup, JobS Contract, Work, Income,
estimated totals were compared to the ones defiged the original MFR. The estimated totals were
computed for each stratum defined Gsnder, Year of Completion of the Doctorate, Scientific Area and
macro-region. In Figure 1, the median of the redatibsolute errors are shown. The results obtéanegch
combination of of allocation and domain variablese table 1, are highlighted by differently coldure
rectangles. As expected, as the number of alloddtiain variables increases, the differences betie
estimated totals and the MFR known totals decr&émeover, it may be observed that for variablek wery
skewed distributions lik®©ccup andContract, the computed differences between the estimatdkramwn
totals are relatively higher than those correspantdi other variables. This tendency is confirnisd by the
means of absoluted relative errors.

In table 3, the correlations between the ratiosbimated totals and the sample size and the ponding
population quantities are illustrated in the colaroalledOccup, JobS Contract, Work. For the sample called
3.4, two outlying values were cancelled. From t&bleé may be noted that the settings using a sansihe
strata without units at risk do not necessariljgper better from the data-utility point of view. &lorrelations
between the estimated and known MFR means/totatgeaerally smaller when the census option isthsed
in those settings where the entire populationnidarnly sampled. Indeed, in this preliminary testingeems
that it is more difficult to achive convergencedtte balancing equations when a large number of isniiot
subject to a random selection.

In the column Risk of Table 3, the number of sathplats at risk of disclosure is indicated. Asriienber of
variables used as domain variables in the Bethedsedure increased, the number of strata increasks

! Due to rounding problems, for example



consequently, the number of sampled units at msleases. Generally, when the strata containirygsaifi
units are “take all” strata, the number of sampieits at risk decreases, even if the reductiomtisaivays
significant.Among the 18 settings tested, the agieliphted in gray seems to achieve the best camipeo
between the disclosure risk reduction and the wdiitg- preservation. In this setting, when applyithe
Bethel's algorithm, the risk of disclosure was usedoth cost and stratification variable.

— TgbIeS. Risk and data utility (corrdations) results
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1.1|N |Y [N | 925]|153| 252| 4933| 5391| 5550|459)|618| 1366| 0.88| 0.97]| 0.97| 0.99| 0.99
1.2|N |Y |Y 925|214| 704| 5105| 5547| 5550| 443|446| 1333| 0.92] 0.99| 0.94| 0.97| 0.99
1.3]Y |Y [N | 925|204| 558| 5239| 5719| 5550|480 311| 1335| 0.92| 0.98]| 0.95| 0.99| 0.99
14[Y |Y |Y 925|235| 814| 5330| 5781| 5550| 451|220| 1354| 0.87] 0.99| 0.95| 0.97| 0.99
1.5]Y [N [N | 925]240| 687| 5555| 5953| 6475|399|921| 1490| 0.86)| 0.98]| 0.97| 0.98| 0.98
1.6]Y [N |Y 925|269| 983| 5649| 6094 | 6475| 446| 827| 1525| 091] 0.98| 0.95| 0.97| 0.99
21|N |Y |N | 925|306| 1614| 8725| 9256| 9250| 530| 524 | 2194| 0.83]| 0.91] 0.99| 0.97| 1.00
22N Y |Y 925|352| 1919| 8827| 9324| 9250| 498|424 | 2177| 0.56| 0.81| 0.99| 0.94| 0.99
23|Y |Y |N | 925|416| 3229| 8955| 9424| 9250| 468| 294 | 2149| 0.78] 0.91] 0.99| 0.91| 1.00
241Y Y |Y 925]451| 3398| 9045| 9511| 9250| 466| 205| 2163| 0.64| 0.88| 0.97| 0.95| 0.99
25]Y [N |N | 925|426| 3243| 9151 | 9601| 9250| 451| 100| 2232| 0.63| 0.87] 0.99| 0.86| 1.00
26]Y [N |Y 925|457| 3399| 9222| 9669| 9250| 446| 84| 2233| 0.55]| 0.78| 0.96| 0.94| 0.99
31|N |Y |N 56 0 0| 4745| 4773 4760| 138|132 | 1272| 0.96| 0.99]| 0.92| 0.96| 0.98
3.2|N Y |Y 56| 28| 9761 | 10320| 10346| 10360| 166| 630| 559| 0.52] 0.79| 0.41| 0.83| 0.98
3.3[Y |Y |N 56| 21|5844| 8812| 8841| 8848| 189|389| 564| 0.77| 0.94]| 0.93| 0.97| 0.99
341Y Y |Y 56| 28| 9761| 10323 | 10349| 10360| 166| 630 | 562|0.56* | 0.84| 0.59| 0.88| 0.99
3.5]Y [N [N 28 0 0| 4760| 4774| 4788|176| 88| 1270 0.95| 0.99]| 0.98| 0.99| 0.99
3.6]Y [N |Y 28 0 0] 4759| 4774| 4788|176| 88| 1247| 0.91)| 0.99]| 0.98| 0.99| 0.98
Figure 1. Median of absoluterdativeerrors.
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5. Concdlusonsand further work

In this paper a strategy for deriving a public filedrom a microdata file for research purposes described.
The proposed methodology is based on the assuntiptibthe PUF and MFR show a hierarchical structure
from both point of view of disclosure risk and datiéity. It was illustrated how to derive a PUBrin an MFR

by preserving some predefined quality levels. & wlaown how to adapt subsampling in order to tatke i
account the risk of disclosure and, at the saee torguarantee that some predefined precisiols lef/some
estimates could still be achieved. By decreasiagrequired precision levels, the disclosure riskiccbe
decreased too. In the second step of the proposeedpre, it was discussed how to draw a samplehwhi
maintains some weighted totals. Here the presemvattisome weighted totals was considered as timedaia
utility indicator. The usage of the balanced samgphi the SDC framework was illustrated.

The obtained results show that this strategy dmeilexploited in practical settings for the relesgaublic use
files. Anyway, the survey and subject-matter espsiiould clearly indicate which information shobiel
preserved, i.e. which weighted totals.

There are several issues that will be further tigaged. First, the relationship between coeffisiern variation
and disclosure risk will be explored, together witiferent options of including the risk of disaos in the
sampling design. Second, as regards the secondf stepillustrated procedure, the other landintipap of
the cube method will be tested. We expect to ingedn utility-priority approach into the way t@beith the
balancing equations, i.e. the weighted totals. Ilifintoe usage of other data utility constraintdl \we
investigated.
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